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ERRORS IN TIME DELAY MEASUREMENTS

by
H. Bungum and E.S. Eusebye

Abstract

Simple delay and sum of sensors in a seismic array
is an effective method for noise suppression.
However; unless we have precise steering delays,
much of the signal energy is lost during the beam
forming process too. We have investigated possible
error sources in time delay measurements, using

a computerized cross-correlation procedure. Para-
meters perturbed are correlation window length and
positioning, signal frequency content and signal

to noise ratio (SMR). Our results indicate that
relative low frequency waves and using the very
first part of the P-signals give the most reliable
and stable time delay valves. High frequency
bandpass filtering improves SNR, but signal cor-
relation and the precision in beam steering correc-
tions decrcase, Significant loss of high frequency
enerqgy during beam-forming seems to be wnnavoidable.

Introduction

Observations and subsequent analysis of travel times of scismic
waves, espezially P-waves, play a fundamental role in seismol-
ogy. Considering a seismic array like !NORSAR, we require very
high accuracy in the time delays (station corrections) for

two reasons. First, the array's event detection capabilities
are critically dependent on the quality of the steering delay
data used during the beam~forming process. The loss in array
gain due to erroneous time delays is fregquency dependent and
expressible as: (Steinberg, 1965)

Loss (in dB)=170(c'/T)2 (1)

where 0 is the ctandard deviation (STD) in the time delay
measurements, and 1 is the dominant signal period. Eecond,
seismic array data is extensively used for direct measure-
ments of the 4AT/dA parameter, which is an efficient tool for
detailed investigations of the Earth's structure. In this



case too, precise time dclay measurements are rcequired for
compensating for ths relatively small dimensions of the array
(as compared to a continental array).

The pu=pose of our study is to investigate possible sources

of errors in P-wave travel time delay measurements. The

method in use (IBM 1967, b) is straightforward - a computerizad
cross-correlation iteration scheme -~ out the final result may
depend on signal freguency, signal length used and signal to
noise ratio (SNR).

Methods for measuring travel times

Visual insenction of an ordinary seismograph record gives re-
liable travel time measurements under favorable conditions.
Further improvements are obtainable when a number of record-
ings from adjacent stations, say, an array, are available
using the fact that P-signals exhibit a high degree of simi-
larity even for large station separations (Jansson & Husebye
1968). Vorking with analog data, the common procedure is a
line-up of the traces by a visual comparison of the individual
signals. This simple method is rery powerful, hut time-
consuming. When adapted to a computer the signal line-up is
performed by cross-correlation calculations.

For a large array like NORSAR (Figure 1), characterized by
digitil data recording at a sampling rate of 10 Ez, thes pro-
cadure for measuring tire delays is as follows. It should
be noted that recently NORSAR sampling rate has been changed
to 20 Hz, but data analysis is normally limited to a 10 Hz
csampling rate. We start with forming an array beam using a
praliminary set of time delays, say the Detection Prccaessor
estimate. The single sensor signals arc successively cross-
correlated with the beam trace. The correlation operation
is limited to a time window which positioning depends on
either arrival time or maximum enecqgy of the P-wave. From
the maximum values of the correlation functions, a new and
improved set of time delays is computed, and then a new bean



is formed. The above process is jterated until it converges,
i.e., until the adjusted time delays remain unchanged between
two consecutive runs. In case of no convergence, the program
stops when a specified number of iterations are performed.
The f£inal solution is given in fractions of the sampling fre-
guency, after applying a least squares interpolation formula
to th2 last set of cross-correlation functions for precise
peak locations. To facilitate visual inspection of the com-
nuter solution, a comnuter plot of beam and sensor traces for
each event analyzed (Figure 2) is produced.

Data analysis

From the previous secton we may conclude that the methel for
compucing time delays is straightforward. However, the im-
plicit definition c¢f the P-signal in such measurements repre-
sents an intrinsic problem an” subsequently a source of un-
desireu errors. In order to investigate this phenomenon we
have analyzed a few events (Table 1) by systematically ver-
turbing the following signal paramcters:

1. Magnitude or the related naramcter SNR

2. Positioning of the cross-correlation window
. 1 Length of the cross-correlation window

4, Signal spectra content

We have used a rather comprehensive perturbation procedure
as the above paramcters are not independent of each other.
For example, signal descaling or magnitude variation give
different results for signals having different spoctral dis-
tributions. Anyway, the test procedurcs in detail is as
follows:

1. Signal _magnitude simulation is performed by multiplyinz
the signal emplitudes by a constant (X) and then adding
the resulting wave to the vreceding noise. By setting

-n
K=2

in steps of about 0.3 units,

s n=1,2,..., this correspcnds to magnitude decreasec



2. Wiadow nositioning is either fixed at P-signal onset

(standard) or related to maximum signal power measurcd
in a window of specified length.

o s e G M et s e e G wme w=

third order Butterworth bandpass filters. Four different
sets of filters are testerd, each set characterized by a
fixed bandwicdth. Each set contains five filters which
are arranged in a comb rattern an? comprise a total
frequency band of around 0.5-4.0 Hz. The filters are
displayed in Fiqgure 3 and filter set C (bandwidth 2.0 Hz)
is normally used.

As we are investigating possible errors in computerizecd time
delay measurements, certain criteria are reocuire? for judging
performance. With performancc we mean that set of signal nara-
meters which in average five the most reliable and stable
measuraments of time delays. The criteria are:

1l Differences between calculated and chservesd P-wave
velocity and azimuth. Observed values are based on a
least squares plane wave to fit to the measured time
delay values.

2 Standard deviations (STD) of velocity and azimuth esti-~
mates, and STD of time residuals, i.e., the differaence
between observed time delays and those nradictes from
a least squares plane wave sclution.

3. Cross—correlation vaiues and the number of "bad" sensors.
"Bad" sensors are those which either are obviously mis-
correlated (like being one cycle off), or thosc which
have a waveform too incoherent as compared to the beam.

4, The power loss suffered during the beam-forming pxrocess.

None of the above criteria is quite satisfactory, and one of
the most comwlicating factors is that the wavefront, due to
structural a omalies, deviates from a rlane. However, in
general we prcfer the estimator (out orf the class cf all un-
biased estimator) which lias the minimum variance.



4.1

4.2

Tntuitively we should expect performance in terms of the
criteria outlined above to vary smoothly but slowly from bad
to good. Due to the dependence of the signal generation on
seismic regions, we will be satisfied to specify a signal
paramecer set to be used routinely in time delay measurements
which ensures an overall good performance. We are less in-
terested in parameter specification which gives a mixture of
excellent and fair performances for the events analyzed. In
any case, the routine analysis has to be followed by a rerun
of some of the more complicated events, where some of the
parameters are changed.

Results

The results of this time delay measurement analysis will be
presented according to the set of slgnal test parameters dic-
cussed in the previous sections.

Using the amplituce descaling wvrocedure described above, the
signal magnitude becomes critical when reaching a lower
threshold value. This limit depends of course on noise level,
but also on signal frequency as demonstrated in Figure 4.
Although SNR increases with increasing frequency, this gain
is partly offset by decreasing signal similarity or coherency.
The latter effect is demonstrated in Figure 5. In short,
in the frequency range 0.7-3.0 Hz (bandwidth around 1.6-2.0
Hz) reliable time delays are measurabie for SNR around 2.0
or larger. A rough estimate of the corresponding magnitude
range gives 4.5-5.0. Signal to noise ratio gain by digital
filtering of the respective signals amounts to arcund 12-18
dB or 0.6-0.9 magaitude units. When we have data available
from all 6 sensors in the NORSAR subarrays, we will have an
additional gain in SNR amounting to around 7-8 dB.

From the point of view of event detection capability, it may
be advantag~nus to tie the steering delay measurements to the
position of maximum amplitudes or power in the P-signal. In



4.3

rractice, there are several objections to such a proczadure.
For example, a P-wave consists of a rather pure P-signal
(first part) and signal generated noise (latter part) con-
taining relatively high frequencies (Figure 4). The latter,
usually denoted the coda, is due to small—~scale scattering
sources close to the receiver and/or source. The coda some-
times have a purely random nature, causing a large signal
suppression during beam-forming. Other times specific scat-
terinr, sources are detectable as demonstrated by Capon (1969)
and Mack (1969). Our results from window positioning reflect
this arbitrary behaviour of the leter part of the P-signal,
and are characterized by relatively small correlation values
and significant differences between observed and calculated
velowity and azimuth (Table 2). To ensurce stable and reliable
time delay measurements, we must reqguire that the cross—
correlation window is restricted to the first part of the
P-signal,
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Bandpass filtering gives a substantial gain in SMR (Figure 5),
and this largely increases the number of events acceptable

for analysis. Concerning time delay measurements, the per-
formance here depends on signal coherency as well. This
problem has been investigated by prefiltering, using four

sets of recursive Buitterworth filters (Figure '3) before analy-
sis. Some of the results obtained here are displayed in
Figure 6., A brief summary of performance as function of
filter setting gives:

Filter sets C and D, which are characterized by large band-
widths (2.0 and 2.4 Hz), have the best performance. Common
for all filter sets is that acceptable solutions are obtained
when tiie filter pass hand comprises most of the frequency
range 1.0-2.4 Ez. However, for narrow band filters a rela-
tively largs number of sensors are rejected from analysis

due to poor or ambigtous cruss-correlation fuuctions. Low
frequency filters always give good results for strong events,



but the SNR gain from filtering is then small due to poor
noise suppression (Figure 5). In short, a minimum bandwidth
of around 1.6 Hz and pass band coverage of the frequency
range 0.9-2.5 Hz will ensure in average the most stable and
reliabia time delay measurements. VWhen using more broad band
filters, low enerqy, high frequency comoonents of the signal
are retained in analysis, but this effect seems negligible

as demonstrated above.

Tentatively window length values of 24, 32 and 40 dsec have
been tested, using filter set C, having a bandwidth of 2.0 Hz.
In terms of absolute values of observed velcocity and azimuth
and the correspondiang STD values, measurements as function of
window length are not critical. Although differences are
small, a window length of 24 dsec gave best results for the
events analyzed (Figure 7). We should here like to point

out that the sensor traces rejected from analysis, may vary
frcm one case to another, and thus make it sometimes ciffi-
cult to compare directly the individual results during the
perturbation analysis. In addition, the shortest window
length givas largest cross-correlation values, and 1s least
troubled with bad sensor traces. On the other hand, a smaller
window length requires a better initial steering of the arrav.
A window length of ahout 28 dsec seems to be the best compro-
mise.

A single analysis requires about 4 min of computer time, and
thus somewhat restricts the number of cvents to be analyzed
for extensive test parameter combinations. In our cpinion
the choice of the proper bandpass filter is the most uncer-
tain factor in time delay measurcements, so a further test of
this parameter limited to filter set C was conducted. ESome
of the results oltained here are displayed in Figure 8, and
confirm the previous recommendation of a center frequency
around 2.0 Hz.



Discussion

The two major reasons for performing time delay measurements
are to provide steering delays for routine event detection
(seismic surveillance) and 4'7/dA calculations. In the latter
case we require beside higah precision in the time delay
meas'irements themselves, also a proper array ccnfiguration.
For example, excluding a few of the C-ring sensors (I'igure 1)
may alter the observed dT/dA and azimuth values akout 0.1
sec/deq and 1° which sometimes exceed the STD of these para-
meters. As steering delays may be tied to a reference station,
array configuration is not that critical in such cases. On
the other hand, the £ull aperture of NORSAR is needed for
calibrating the location parameters. Thcr2fore; to ensure

a rapid accumulation of sceering delays and dT/dA data,; the
recommended signal parameters for time delay measurements
should be used. These are: correlatinn window coverace

of the very first part of the signal, window length arcund
28 dsec, center frequency of filter pass band around 2.0 fz
and a bandwidth of around 2.0 Hz. For poor events, il.e.,
events having poor SNR and located in regions of low seilsmic
activity, the time delay measurements will be more success-
ful using a center frequency around 2.5 Hz., Tt should be
noted that exrerience gained from time delay analysis of
around 250 NCRSAR events is in good agrcement with the abcove
recormendations.,

Finally, we should like to discuss some aspectes cf the conse-
guences of the recommended paramcter set for the time delay
measurements. First ol all, the steering delays are tied to
a specific freguency band of the signals which not necessarily
give the same time delays for another band as demcnstrated
abova, This means that possible biecsed errors are introduced
in analysis of beam traces due to frequency despendent signal
suppression as a function of faulty steering. In addition,
from an event detection point of view we may also argue that
the noise suppression due t» high freqguency kandpass filter-
ing can be larger than the signal lcsses on the Lezam ievel
caused by e_roneous steering delays.



However, despite the above objections, we still will recom-
mend the above parameter set for time delay measurements as
this seems to be the only way to ensure a rapid accumulation
of a stable and reliable steering delay library for the
NORSAR arrav. In short, the P-wave coda is too complex and
incoherent across the array to warrant time delay measure=
ments tied to this part of the sirnals.
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Takle Captions

Table 1: Data for seismic events used in this paper.

Table 2: S1D of time delays, dT/dA and azimuth as a function
of different window positions.



Figure Captions

Figure L: The NORSAR arxrray configuration. Sensors in
subarrays 0lA, 033, 04B and 06B are not included
in the Plan D configuration.

Figure 2: Sensor ard beam signal line-up as vart of the
computerized time delay measurement. The vertical
line marks the center of the cross-correlation
windows. The signals are scaled indiwvidually
and in nanometer per inch (NM/IN).

Figure 3 The four filter sets A,B;C,D used in analysis.
They are third order recursive Butterworth

bardpass tilters (IBM, 1967, a).

Figure 4: Event 1 beams as a function of magnitude and
different passband filters. The vertical bars

9

.F

mark the correlation window (22 dsec) which i
tied to maximum energy of the beam signal. Th

0

nuckber to the left gives the Butterwortih filter
passbands.

Figure 5: Relative gain in SN due to filtering, using
filter set C. Solid and bhroken lines refer to
beams and single sensor traces resgpectively.

Figure 6: Sections a,b,c;d give respectively no. of sensors
rejected from analysis, 81D of time residuals,
cbserved a?7/dA and azimuth values for events 12
and 13. In the latter case the resulis are in
brackets. All f£ilter sets have been used.

Figure 7: No. of sensors reiected from aralyvsis (in brackebs)
and S7D of time residuals for different lengths
of the correlation windowv. Events 11,12,13 and
filter set C bhave keen used.

Figure 2 STD of time residuals for filter set C. Event

numbers are in brackets.



Table 1
Origin Time

Event Date h m s Lat. Long. Depth Maq. Dist. Azi. aT/d4a Region

1 30.Nov 1969 03.32.57,2 4%.9N 79.0E 0 6.0 38.9 76.2 B8.30 Kazakh

2 26 Dec 1069 00.18.21,1 55.2n8 160.4W 25 5.3 63.9 353.8 6.50 Alaska

3 10 Jan 1970 12.07.08,6 6.8N 126.7E 73 6.1 96.2 64.0 4.55 Philippine Isl.
é 27 Jan 1970 10.49.31,4 34.9N 101.3E 33 5.4 60.3 70.9 6.80 Tsinghai, China
5 27 Jan 1570 11.17.29,4 57.7N 163.6E 41 P | 59.7 16.5 6.85 Near Ramchatka
6 29 Jan 1970 06.03.21,7 35.9N 140.4E 70 5.1 75.0 40.3 5.75 Near E. Honshu
7 30 Zan 1970 17.10.22,4 43.3W 146.8E 45 4.5 70.0 32,7 6.10 RKurile Islands
8 31 Jan 1970 11.41.53,6 4,1IN 96.0E 56 5.3 84.1 92.1 5.00 N. Sumatra

S 2 Feb 1970 17.22.08,0 43,5N 147.5E 33 5.8 70.0 32.1 6.10 Kurile Islands
10 6 Feb 1970 00.11.49,6 54.6N 163.6E 43 5.% 62.7 17.4 6.65 Off E. Ramchatka
11 7 Feb 1970 23.36.53,3 47.3N 154 ,.0E 33 5.0 £8.0 26.1 6.25 Kurile Islands
12 10 Feb 1970 10.40.39,0 35.2nm 140,0E 67 4.9 74.6 40.5 5.80 Near E. Honshu
i3 12 Feb 1970 01.51.51,4 29.4W 81.6E 44 5.4 55.4 90.8 7.20 Nepal



Table 2

TIME LAG (DSEC) FROM FIRST ONSET

Para-

Event
meters
it g 10 20 10 56 i
2 0.99%1 1.028 STD
.50 ¢ 0.133 .51 ¢+ 0.130 No solution Ne solution - dT/éa
355.37 + 1,27 355,22 + 1.24 Az1.
3 1.517 1.781 1.622 1.611 STD
5.28 + 0.149 Ko solution 5.15 + 0.165 5.26 + 0.165 5.26 + 0.148 dT/da
65.55 + 1.73 58.01 + 1.95 66.82 + 1.75 66.78 « 1.73  Azi.
9 0.860 0.850 0.786 STD
5.49 + 0.078 §.51 + 0.077 6.52 + 0.071 = - 4aT/da
31.36 4 0.92 31.45 + 0.91 31.76 + 0.84 Rz
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