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I 
1. Introduction 

In this paper we will describe a mathematical procedure which was 

developed in order to find zero-value contours of a scalar function 

of two variables. Although the method is a rather general one, it 

originated from a particular problem which had to be solved in connection 

with the tracing of seismic rays in complex 3-dimensional geological 

models: When a ray is to be traced from a given source point in a given 

initial direction, it is generally impossible to know in advance where 

the ray happens to arrive at the surface. A very common problem lies in 

the fact that twe want to trac~ exactly those rays which are returning 

very close to a predefined receiver line at the model surface, say 

within a distance of a few meters from the line. As the arrival point 

of the ray is uniquely determined by two parameters specifying the 

initial ray direction, the distance to the line may be considered as 

a scalar function of two variables. Thus the problem reduces to findin9 

those pairs of initial ray direction parameters corresponding to points 

on the zero-value contours of this scalar function. Another slightly 

different situation occurs when tracing rays normally from a given 

reflecting horizon to the predefined line on the surface (the so-called 

normal incidence paths (NIP)). In this case the ray direction is given, 

and the two independent variables of the 'distance function' are made up 

by the horizontal coordinates of the start point of the ray. 

In both examples just mentioned the problem reduces to calculating sample 

points (x
1

,x
2

) satisfying the equation 

f(x
1

,x
2

) = 0 

where f denotes the 'distance function' and (x
1

,x
2

) are the independent 

variables which may be alternatively defined in each case. It should be 

noted that the procedure which will be described is especially designed 

for problems involving very time-consuming operations in order to cal­

culate the functional values, implying that the number of such operations 

has to be kept to a minimum. (In the ray-tracing examples, each functional 

value calculation includes a complete tracing of a ray through the model.) 

Consequently, the common method of mapping the function over large regions 
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of the x1x
2
-plane and then obtaining the wanted contours by interpola­

tion, is rather unsatisfactory in such cases. For further details con­

cerning ray-tracing problems, see Gj¢ystdal (1978), ·Hubral (1976), Julian 

and Gubbins (1977), Sha (1973), Sorrels et al (1971). 

2. Mathematical Description of the Problem 

We now turn to the more general mathematical description of the problem. 

Assume that a scalar function of two variables is defined on a region S 

of the x1x
2
-plane 

y = f(x), x € s ( 1) 

where x = (x
1

,x
2

) is a vector notation for the independent variables. 

Assume further that Smay be divided into regions S., i=l, ••• ,n in such 
i 

a way that f is continuous on each S. (that is, f is piecewise continuous 
i 

on S). 

The method to be described in this paper was designed in order to cal­

culate solutions of the equation 

f(x) = 0 (2) 

provided that such solutions exist somewhere in s. The procedure is based 

on the assumption that two operations are available: 

Given an arbitrary point x 

Determine if x € S 

If x € s, find f(x). 

Geometrically, the calculation of solutions of (2) corresponds to deter­

mination of intersection curves (or tangential curves) between the surface 

y = f(x) and the x-plane. In special cases one may think of having f = 0 

in whole regions of the x-plane, however, our method will be restricted 

to cases in which the solutions are made up by one or more continuous 

curves in s. Our aim will be to sample these curves (in the following 
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denoted by C) using a given sampling interval 6S, i.e., to calculate 

solutions of the form 

x .. ' 
l.J 

i=l,N., 
J 

j l,M (3) 

Here x .. denotes sample point no. i of the j-th curve c., N. is the number 
l.] J J 

of samples for c. and M the total number of separate curves. 
J 

The distance between each sample shall be approximately given by 

jx. 
1 

. - x .. j ~ ~s, except for the samples close to the end points of 
1+ ,] l.J 

each C. which in general shall have a smaller sampling interval in order 
J 

to determine the discontinuities of the function more accurately. In 

case C. is a closed curve, it should be sampled in such a way that the 
J 

first and last sample points are identical, i.e., x1 . = ~ .. See Fig. 1. 
J .] 

It should also be noted that in a nwnerical procedure, theJequation (2) 

must be replaced by the requirement 

lf<x> I < e: (4) 

i.e., a point xis a satisfactory solution when giving functional values 

closer to zero than a certain predefined limit. 

Fig. 1. The sampling of 'zero-value curves' Cj in the x1x 2-plane. 
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3. The Gradient Search Method 

We shall now describe a method which we have called 'the gradient 

search method' (or GS-method), and which can be regarded as forming a 

sub-process of the sampling procedure described in section 2. 

We asswne that an initial point x
1 

is given in such a way that 

If <x1 > I > E: x1 E s (5) 

which means that x
1 

does not fulfill the requirement (4), or that f is 

too far from zero for x
1 

to be considered as a solution. The aim of 
- -the GS-method is to displace x

1 
into a new point xc for which 

If <x > I < E: c 
x e: s 

c 
(6) 

We shall follow an iterative scheme and we denote the iteration index 

by k, k=l referring to the start point x
1

. Having found a point xk, we 

compute the gradient 

7f<xk> 
af 

= <a;-
1 

~) 
ax

2 ~ 

by use of the common approximation 

af 
axl 

af 
--- = 
ax2 

f(x
1
+6x,x

2
)-f (x) 

6x 

f(x
1

,x
2
+6x)-f(x) 

6x 

( 7) 

(8) 

where 6x is a small increment chosen to give a satisfactory estimate 

of 'Vf. 

We define a displacement direction vector as 
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dk [ 
- Vf 

-sgn f(xk)] • ~ (9) 

where 

r-1 8 < 0 

sgn(8) = 0 8 = 0 (10) 

I +1 

l 
e > o 

~ is a unit vector parallel to Vfk pointing towards the x-plane inter­

section curve C. The displacement of the point xk towards C is performed 

by an iterative process with constant step size D: 

x - ~ k+l - xk + D • d k 

The process is repeated until one of the following cases occurs: 

The functional value becomes less than a given EN 

< I f < xk) I < EN> 

The functional value changes sign from one iteration to the 

next (f(xk) • f(xk-1) < 0) 

The total number of steps exceeds a predefined limit. 

(11) 

If the last case occurs, the process is terminated and declared as un­

successful, otherwise a more effective process is initiated to search 

for the final solution. The method used here is very similar to the well­

known Newton iteration method frequently used in the one-dimensional 

case, which makes use of the curve tangent in the point xk, and locates 

the next point xk+l in the intersection point between the tangent and 

the x-axis. (f.ex., see Acton, 1970). In a similar way we shall compute 

the intersection point between the x-p~ane and a line t which 

lies in the tangential plane to the surface z = f(x) and goes 

through the tangential point xk 

has a horizontal projection in the x-plane parallel to 7f(xk). 

Representing t by a unit vector v = (v
1

, v
2

, v
3

) starting in xk and 

pointing along t towards the X-plane, v may be determined from the 

following equations 
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v • n = 0 
(lf (lf 

(12) => vl axl + v2 ax2 - v3 = 0 

( v l' v 2) 11 Vf 
(lf (lf 

(13) => v -- = v --
1 ax2 2 axl 

lvl = 1 => v 2 + v 2 + v 2 = 1 
1 2 3 

(14) 

where n = <aaf , aaf , - 1) is the f (x) surface normal vector in xk. 
xl x2 

Now, equations (12), (13), and (14) give the components 
(lf 

vl -sgn(f(x)) • 

v =-sgn(f(x)) • 
2 

v = -sgn(f(x)) • 
3 

axl 

IVfl/ l+IVfl 2 

(lf 
ax2 

IVfl/ l+IVfl 2 

f 

li+!Vfl 2 

(15) 

where all variables refer to the point xk. Given a point xk in the itera­

tive process, the next point xk+l is simply found by computing ~ in xk 

and then the point of intersection between i (given by v) and the 

x-plane. The process, in the following called the 'Newton process', is re­

peated until one (or some) of the following cases occur: 

If cxk> I < €, successful process, stop 

I f c xk+ 1 > I > I f c xk > I , diverging process, stop 

iteration index k exceeds a given maximum value, stop. 

The GS-method is thus completely described, x (se eq. '(6)) being the 
c 

last value of xk. As we shall see, also the last value of the gradient 

Vfk will be of great importance when the GS-method is to be implemented 

in the general process which will be described in the following section. 

Fig. 2 gives a schematical illustration of the two-step process forming 

the basis of the GS-method. 
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GS-PROCESS 

r I~e~;i;e - i ll:t-;r;ti-;e- -, 
---tM-•- - - J Process - _ _J 'Newton L - - ~ • x , Vf 

Ii =x +o•a I •Process' I ~ c c Lk.!l_,! __ kJ L _____ .J 

Fig. 2. Schematical illustration of the GS-method. 

4. Procedure for Calculating the Cj-Curves 

The procedure may be divided into two major steps: 

A. Determine at least one point belonging to each curve c., 
J 

determine a set of points 

p. , i=l,N 
l. p 

such that 

I f (p. > I < e:, 
l. 

N > M 
p -

Pi E s 

i.e., 

(16) 

(17) 

B. Starting in p,, search in both directions along the corresponding 
l. 

curve C . to find the sampled version of C. defined in (3). When 
J J 

C . has been determined, eliminate from (16) ' all points p. which 
J l. 

happen to belong to the c. just found, to avoid that C. is sampled 
J J 

more than once (see Fig. 3). Repeat the procedure for all remaining 

p .• 
l. 

Fig. 3. 

C· J 

Step A 
Determination of 
curve points p

1 
and P

2 

Step B 
Search along C. to find 
samples x .. , starting in 
p1 • ElimifiJte p

2
• 

Sampling of a curve c. by the two-step procedure described. 
(In this example M=l Jand N =2) • 

p 
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We now turn to a more detailed description of the procedures involved 

in steps A and B. 

A. Determination of Start Points 

Specify a set of points 9:, i=l,N' distributed in the x-plane 
1 g 

according to a preselected rule. F.ex., 9: may be uniformly 
1 

distributed on a rectangular grid in the x-plane. 

Select those g .' fulfilling the requirement 
1 

lf<9i> I < e:g gl € S, (18) 

e: being a predefined positive value. The resulting set of points 
g 

is denoted by 

gi ' i=l N 
' g 

(19) 

By choosing the original grid points 9: dense enough, we may in principle 
1 

·obtain as good start values g. as we wish. The choice of initial grid 
1 

and value of e: should be made on the basis of preliminary knowledge 
g 

of the function f(x) (if any). Too many points will reduce effectiveness 

of the process; too few points will increase the probability of loosing 

solutions. 

The next step is to apply the GS-method (described in section 2) to each 

of the N points g., which according to Fig. 2 should result in the wanted 
g 1 

points p. in (16) together with the corresponding gradients. 
1 

gi ' i=l,N 
g 

where N < N 
p - g 

GS-method ~ p Vf., i=l,N 
i' 1 p 

(20) 

B. Given Start Points on the Zero-value Curve c., Search for Samples ------------------------------------------------J--------------------
along C. -------] 

The sampling procedure starts by finding the tangent unit vector t of c. 
J 

in the start point p by use of the equations 
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t • 'i/f 0 ( 21) 

I ti = i ( 22) 

Equations (21) and (22) give two solutions t 1 and t2 pointing in 

opposite directions along the curve C .. We shall sample C. in both 
J J 

directions until the end points are reached. Denoting the i-th sample 

point by x. and the gradient in x. by Vf. we have 
i i i 

x:+1 x. + /j,S • t. 
i i 

t . .l 7f. 
i i 

( 23) 

/),,S being the predefined sampling distance. Using the GS-method we get 

-, 
xi+l 

GS-method • x. 1 , 'i/f. 1 
i+ i+ 

(24) 

where the new sample point xi+l satisfies the requirements lf(xi+l) I < £, 

x. 1 € s. 
i+ 

This procedure is repeated until an end point is reached, that is, 

until the region of definition S is exceeded or a discontinuity occurs. 

The procedure is to be performed in both directions from the start point 

p, i.e., fort= t
1 

and t = t
2

• 

Special attention should be paid to the sample points close to the ends 

of the curve, in order to define the end samples more accurately. The 

first time a sample point is not found due to exceeding of the curve 

C., we use half the sampling distance /j,S and try once more. This 'halving 
J 

operation' may be repeated any given number of times, and the determination 

of end points is thus continuously improved. 

Each time a new curve c. has been sampled and the sample points x
1

., 
J J 

i=l,N. have been determined, one should go through the remaining start 
J -

points pk to avoid that another sampling process is started for the same 

Cj. Every pk for which 

li?k - x .. 1 < /j,S 
1] 

(25) 

will be considered as belonging to the curve C. and will thus be omitted. 
J 
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Define starting grid 
points: 

g~, i=l,N'g 
l. 

Select those g~ 
l. satisfying 

if<gi_) I < Eg 

Final start points 

gi' i=l,Ng 

Apply the GS-method 
on all points 

g., i=l,Ng 
l. 

Curve points and 
gradients 

p., Vf., i=l,Np 
l. l. 

Start in P
1 

Perform SaIJlpling of 
curve in both direc­
tions from p

1 

Sample points 
for curve c. 
- J 
x .. , i=l,Nj 

l.J 

No 

Yes 

New set of 
p,, i=l,Np 

l. 

[Np(new)~Np(old)] 

Skip those P. 
belonging toic. just 
found J 

Flow-chart showing the principles of the zero-value curve 
search process. 
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The last thing to do will be to reorganize the sampling sequence of 

x . . , i=l,N. for all curves C .. Instead of starting in an arbitrary 
1) J J 

point p on the curve and counting the samples in both directions from 

p, the sample sequence is changed so that first and last samples are 

counted from one end point to the other. 

Fig. 4 gives a flowchart of the process described in this paper. 

5. Program Documentation 

In this section we shall give a description of the input/output parameters 

for a number of FORTRAN IV subroutines which were written in order to 

perform the procedures described in sections 2, 3 and 4. We shall refer 

to these sections when necessary. 

I. SUBROUTINE PROCED (X,Y,NY, IPROC,IC) 

DIMENSION X(2), Y(NY) 

Purpose: 

This routine performs the two basic operations described on page 2, that 

is, it determines if a point x belongs to the region of definition S of 

the function f, and computes the functional value f(x). 

Parameter description: 

Input 

X(I), I=l,2 

NY 

IPROC 

Output 

Y(l) 

Y(I), I=2,NY 

Vector of independent variables x. 

Dimension of the array Y (see description of Y 

in the output parameter list) • 

Function or process index no. The routine may 

contain more than one function, IPROC points to 

the one wanted. 

Functional value f(x) if x Es. 

Array containing additional values to be saved 

if wanted. 



I C 

Remarks: 

- 12 -

Code index describing the output state of the 

process. F.ex., IC=O means x Es, IC* 0 means 

x ¢ s. For IC * 0, the value of IC may contain 

information about why the process fails, i.e., 

why f(x) cannot be computed. 

The subroutine PROCED has to be written by the user in order to perform 

functional value computations. (For the seismic ray-tracing problem 

referred to in Section 1, this routine performs the basic operation 

of tracing a ray through a 3-D model, the functional value Y(l) being 

the distance between the ray arrival point and the recording line. Addi­

tional ray-tracing results, such as the travel time, may be stored in 

Y(I), I=2,NY). Other input parameters needed to perform the functional 

calculations should be given through a COMMON statement. 

Subroutines called: 

Must be specified by the user. 

II. SUBROUTINE IGRASP(IPROC,NY,XSTART,DX,STEPL,NSTEP,NITMAX,EPSNWT,EPS, 

XEND,YEND,GRAD,ICODE) 

DIMENSION XSTART(2), XEND(2), YEND(NY), GRAD(2) 

Purpose: 

This routine performs the 'gradient search process' described in Section 3, 

i.e., moves a point from start position xl, where if<xl) 1>£ to a final 

position x satisfying if(x) 1<£ (see eqs. (5) and (6)). 
c c 

Parameter description: 

Input 

IPROC 

NY 

XSTART(I), I=l,2 

DX 

Function or process index number pointing to 

the right process in subroutine PROCED. 

Dimension of the output array YEND, YEND(l) con­

taining the final functional value, if any. 

Start point of process Cx1 in eq. (5)). 

Small x-increment to be used in gradient computa-

tions (~x in eq. (8)). 



STEPL 

NSTEP 

NITMAX 

EPSNWT 

l EPS 

GRAD(!), I=l,2 

I CODE 

0Ut,E.Ut 

XEND(I), I=l,2 

YEND (1) 

YEND(I), I=l,2 

• GRAD(!), I=l,2 

• I CODE 
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Step length in iterative process (Din eq. (11)). 

Total number of steps to be allowed (i.e., total 

number of iterations, using eq. (11)). 

Total number of iterations by the tangent/x-plane 

intersection process (or Newton process) 

described on pp. 5 and 6. 

The Newton process is started when the functional 

value becomes less than this parameter <lfCxk) 1<£N' 

page 5) • 

The functional value is said to be zero if it 

is less than this small positive number (£ in 

eqs. (5) and (6)). 

Gradient (?f) in the initial point XSTART(I). This 

parameter may or may not be given. It will be 

changed in the routine. 

Input/output option parameter. ICODE=O by input 

means that input gradient will not be given. 

ICODE=l by input means that input gradient will 

be given. (Note that this parameter is also used 

as an output parameter and is thus changed within 

the routine. ) 

Final position of point x such that lf(x) 1<£ 
c c 

(see eq. (6)). 

Final functional value f(x ) • 
c 

Additional parameters wanted, corresponding to 

the array Y in subroutine PROCED. 

Gradient Vf in final point XEND. 

Output code index. 

ICODE=O: Final point found, i.e., normal return 

ICODE=l: Max. no. of steps (NSTEP) has been exceeded 

ICODE=2: No intersection point found between tangent 

and x-plane in Newton process 

ICODE=3: Max. no. of iterations exceeded in Newton 

process 

ICODE=3+IC: The functional value f(x) could not be 

found for the reason indicated by IC. 

(IC is the output code index described 

in subroutine PROCED.) 
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Remarks: 

If ICODE=O by input the gradient GRAD(!) is computed in the initial point 

and need not be given. This will be the case when subroutine IGRASP is 

used to refine grid points as described in A) on page 8 (g!~ g.). If 
1 1 

ICODE=l by input, the initial gradient must be given. This will, f.ex., 

be the case when operating very close to the end of a C-curve, whe~e the 

function f(x) may have a discontinuity making gradient computations 

difficult. In this case, the last successfully computed gradient value 

should be used. 

Subroutines called: 

PROCED 

LINPLA (for description, see computer listing). 

III. SUBROUTINE SZEROV(IPROC,NY,XSTART,NDIR,GRAD,DX,STEPL,NSTEP,NITMAX, 

EPSNWT,EPS,NSAMAX,DSAMP,NSAEND,XSAMP,YSAMP,NSAMP,ICODE) 

DIMENSION XSTART(2), GRAD(2), XSAMP(NSAMP,2), YSAMP(NSAMP,NY) 

Purpose: 

This routine performs a search for zero-values of the function f(x) 

(that is, the procedure B) in section 4) when start values p,, Vf. 
1 1 

(eq. (20)) is given on a curve c .. The result of a successful run is 
J 

a sampling of the c.-curve from the start point in a given direction 
J 

until an end point is reached. 

Parameter description: 

Input 

IPROC 

NY 

DX 

STE PL 

NSTEP 

NITMAX 

EPSNWT 

EPS 

See description of IGRASP 



t.~ XSTART(I), I=l,2 

NDIR 

GRAD(!), I=l,2 

NSAMP 

NSAMAX 

DSAMP 

NSAEND 

Output 

XSAMP(I,J), 

I=l,NSAMP, 

J=l,2 

YSAMP (I, 1) 

I=l,NSAMP 

YSAMP (I, J) , 

I=l,NSAMP 

J=2,NY 

I CODE 

Remarks: 
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Start point in sampling process (on zero-value curve) . 

Sampling direction: NDIR = +l or -1. 

The sampling direction unit vector is given by 

d = NDIR • (Vf2 , 7fi), vf
1 

and vf
2 

being the com­

ponents of Vf. Obviously, d is normal to Vf. 

Gradient Vf in start point. 

Number of samples (in the direction given by NDIR) . 

Max. limit for NSAMP. 

Sampling distance along curve (~S in eq. (23)). 

Number of additional samples at the end of the 

curve. The sampling distance is halved NSAEND 

times before sampling process is terminated. 

Array of sample points along zero-value curve. 

Array of functional values corresponding to 

XSAMP(I,J). 

Additional parameters wanted corresponding to Y 

in subroutine PROCED. 

Output code index: 

!CODE contains the last code index from subroutine 

!GRASP indicating the reason for an eventual stop 

in the sampling process. 

Each call to the routine performs sampling in one direction along the 

curve. To obtain a complete sampling of the curve, one has to make two 

successive calls with NDIR=l and -1, respectively. 

Subroutines called: 

I GRASP 
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6. Program Example - Application to a 3-dimensional Ray-tracing Problem 

In this section we shall describe an example of applying the procedures 

to a seismic ray-tracing problem in a very simple 3-dimensional model. 

An intersection through the model is given in Fig. Sa). we shall assume 

that all sections normal to the x
2
-axis are equal, i.e., the model is 

independent of the x
2
-coordinate. The model consists of one single 

reflecting interface ABC having a discontinuous change in curvature 

only in B. Fig. Sb) shows a predefined receiver line i on the model 

surface, striking 4S0 relative to the x
1
-axis. The aim of this example 

will be to find the foot points of a set of normal incidence rays (NIP­

rays) starting in the reflecting interface ABC in a direction normal 

to the interface, and arriving inside the rectangular area DEFG in 

Fig. Sb) and closer to the receiver line than a given E. Denoting the 

horizontal coordinates of the foot-point (start point) of an NIP-ray 

bys= (s
1
,s

2
), and the corresponding arrival point on the surface by 

- -r = Cr
1
,r

2
), we know that r is a function of s: 

rl = fl(s) 

(26) 

r
2 

= f
2

(s) 

Assuming that d is the normal distance from r to the receiver line i, 

defined to be positive at one side of t and negative at the other, we 

immediately have that d is a function of start points s defined on 

a region R of the x
1

x
2
-plane corresponding to arrival points r within 

the rectangle DEFG: 

d = f(s) s E R (27) 

It should be stressed that the region R is not itself the area covered 

by the rectangle DEFG. In fact, R is the set of all foot points s which 

give a NIP-ray arriving within this rectangle: 

R {slr=[fl(s), f2(s)] E DEFG} (28) 
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a) VERTICRL SECTION 

Xl-·D IRE.CT I ON 
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Q_ 
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b) HORIZONTRL SECTION 
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1. 0 
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3.0 

4,0 

z 
c:::; 

5.0 ....... 
f-
(..) 

Hi 
'-' 
0 

I 
r-i f>, 0 :x: 

Fig. 5. Vertical (a) and horizontal (b) model section. 
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The problem of finding the foot points ~ .. of NIP-rays arriving closer 
1] 

to ~ than E now reduces to the problem of finding the 'zero-value 

contours' or the 'C.-curves' of the function d = f(s) within the 
J 

region R which corresponds to the region S of definition of f. In order 

to apply the routines described in Section S, we proceed as follows: 

Write a subroutine PROCED (description on page 11) containing 
- -

the ray-tracing algorithm needed to trace a ray from s to r. 

X(I) then corresponds to s and the functional value Y(l) corresponds 

to the distanced. Y(I), I=2,NY may contain other interesting ray­

tracing results such as travel time, travel distance, etc. The 

output code index IC is defined to be zero "if the ray 

arrives at the surface within the rectangular area DEFG in Fig. Sb). 

If the ray arrives outside this area, IC is set equal to 1. 

Choose a rectangular grid in the x
1

x
2
-plane (ex. shown on Fig. Sb)) 

and trace rays from grid points to the surface, selecting the ones 

giving a distance to the receiver line less than a predefined 

E (i.e., select points corresponding to the set g,, i = l,Ng 
g 1 

in eq. (19)). 

By subsequent use of the subroutine IGRASP, displace the points 

g, in order to obtain receiver points closer to the line i than 
1 

E, that is, find start points p,, ~f., i=l,Np given in (20). 
1 1 

Then, by applying the subroutine SZEROV, search in both directions 

along the 'ray foot point curve', starting in the points p. in a 
1 

direction normal to ~f .• In this way, foot points for the NIP-rays 
1 

are successively found until the surface arrival points fall outside 

the predefined rectangle or a discontinuity in the foot point curve 

is reached. The latter phenomenon is expected to take place when passing 

the edge B of the model, since the arrival point in this case will 

jump away from the line due to the sudden change in the initial 

ray direction. 

Table 1 shows the values of the input parameters used in this example, 

and the results of a complete sampling process are shown in Fig. 6. We 

see that the 'foot point curve• is split into two branches, due to the 
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PROGRAM VARIABLE 

Initial grid values (Fig. Sb): 

Coord. of grid lower lefth. corner 

Grid spacing 

Number of grid points 

Limit for grid point selection 
(e: in eq. (18)) 

~----2-------------------------------------
DX 

STEPL 

NSTEP 

NITMAX 

EPSNWT 

EPS 

DSAMP 

NSAEND 

VALUE 

Xl=2., X2=4. 

Xl-direction: 0.5 

X2-direction: 0.5 

Xl-direction: 5 

X2-direction: 5 

1.0 

----------------------
0.1 

0.25 

20 

10 

0.5 

0.01 

0.1 

4 

Table 1. Values of input parameters used in the ray-tracing 
example. 
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Fig. 6. Plot of the NIP-foot point curves for the model in Fig. 5. 

discontinuity edge B just mentioned. By use of these curves, we may 

trace any number of NIP-rays arriving at the receiver line, each time 

computing the total travel time along the ray. This will make possible 

the construction of a synthetic seismic time section which should con­

tain all possible branches of the time/distance (TX)-curves, provided 

that the initial grid was chosen dense enough to 'catch' all the 'foot 

point curves'. Obviously, the grid density should be selected in ac­

cordance with the model complexity, that is, a model with rapid 

variations and/or numerous discontinuities in the interface curvatures 

will generally give rise to several branches of the foot point curves. 

For more details concerning the application of the method to different 

kinds of ray-tracing problems, we refer to Gj¢ystdal (1978). 
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